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I Introduction

I * What is segmentation ?

» Several approaches :

- Globals
- Locals
- Hybrids
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I Thresholding®

« A parameter O called the brightness threshold is
I chosen and applied to an image A[X,y].

If A[x,y] 26 A[m,n] = object =1
else A[m,n] = background =0

* The results is a binary image, but that alone is not yet
segmentation. This must further be worked out by joining
pixels together into one or more regions or areas.
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Thresholding

How to select the threshold ?
* Fixed threshold

» Histogram-derived thresholds :

« Computed threshold (Triangle algorithm) :
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Thresholding

Pixels with intensity > 25

Count: 334750 Min: 0
Mean: 50.257 Max: 255
StdDev: 55.603 Mode: 6 (30291)
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Thresholding

Pixels with intensity < 25

] 256
Count: 334750 Min: 0
Mean: 50.257 Max: 265
StdDev: 55,603 Mode: & (302591)




I Thresholding

I * Advantages : * Drawbacks :

* Very fast

» The threshold segmentation
method is easy to grasp




Edge finding™

* The goal of edge detection is to mark the
points in a digital image at which the
luminous intensity changes sharply.

* It's a preliminary stage for algorithms of
Image processing.

« Sobel, Prewitt, Roberts...
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I Edge finding

« Sobel technique :
-1 0 [ +1 +1 | +2 | +1
2| 0 |+2 0|0]|0
1| 0 | +1 4| -2 |-1

 La valeur du gradient selon I'axe X est Gx = - p0 + p2 - 2*p3 +2*p5 -p6 +p8
 La valeur du gradient selon I'axe Y est Gy = p0 + 2*p1 + p2 -p6 -2*p7 -p8
» La norme du gradient G(x,y) calculé pour le pixel p4 est G(x,y) = |Gx| + |Gy]|
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ing

Edge find
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I Clustering method®

» Clustering is the classification of objects into different
I groups, or more precisely, the partitioning of a data
set into clusters.

» Data clustering algorithms can be :

- Hierarchical : algorithms find successive clusters
using previously established clusters

- Non Hierarchical : algorithms determine all
clusters at once.
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Clustering method
Hierarchical’
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I Clustering method
I Non-hierarchical’
I * K-means steps .

— Choose the number k of clusters.

- Randomly generate k clusters and determine
the clusters center.

— Assign each point to the nearest cluster center.
- Recompute clusters centers.

- Repeat the two previous steps until some
convergence criterion is met.
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Clustering method
Non-hierarchical
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I Clustering method
I Non-hierarchical’
I * Fuzzy C-means steps :

— Choose a number of clusters.

- Assign randomly to each point coefficients for
being in a cluster.

- Repeat until the algorithm has converged :

« Compute the center of each cluster.

* For each point, compute its coefficients of being in
the cluster.

16/41



I Clustering method

I » Advantages : * Drawbacks :

* Many clusters




Active contour
Snakes’

* The user suggest an initial
contour, as it is shown in the
figure.

* The contour is controlled by
minimising a function which
converts high-level contour
information like curvature and
discontinuities and low-level
image information like edge

v gradients and terminations into

energies.
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Active contour
Snakes’

The energy function for a snake is in two
parts, the internal and external energies :

E snake = E internal + E external

- The internal energy is the part that
depends on intrinsic properties of the
snake, such as its length or curvature.

- The external energy depends on factors
such as image structure, and particular -

constraints the user has imposed.
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I Active contour
I Snakes

I » Advantages : * Drawbacks :

* Fast when initialization is
close to the solution.

 Very powerful for tracking
video.




Active contour
GVF : Gradient Vector Flow

e Calculation of a field of forces, called the GVF forces, over

the 1image
 The GVF forces are used to drive the snake towards the

boundaries of the object
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Active contour
Gradient Vector Flow
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| MR!

I Hierarchic region growing’lils]

I * The algorithm starts the aggregation of objects from a
randomly extracted point.

* This point is placed in the level O of a tree structure.

LEVEL ¢

1
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MR!

Hierarchic region growing’lils]

* The points in the neighbourhood that match the

aggregation criteria, are now aggregated to the object
and placed at level 1 tree structure, a new branch of the
tree.

LEVEL 0 LEVEL 1

3

1 8

9
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Hierarchic region growing’lils]

MR!

* Then the linking algorithm continues the aggregation, starting
from the points in the new level, and so on to the terminal

branches
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Hierarchic region growing KAIsf

* Drawbacks :
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MR!

I Hierarchic region growing KAIsf

I » Advantages : * Drawbacks :

» This method of segmentation
is very easy to understand and

apply.




Split and merge

e Split° :

- The subsequent
splitting process attempts
to identify areas which
respond to similar criteria
of homogenity.

- Following this process,
a tree of layers is
produced, where the
original image is the root
of the tree and the layers
produced are the nodes.
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Split and merge

e Region Adjacency Graph’
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I Split and merge

I « Region Adjacency Grap@h%\)\@




I Split and merge

I * Region Adjacency Grapgm




Split and merge

 Region Adjacency Grap7




I Split and merge

7
* Merge
- Each node of the Region Adjacency Graph is examined.
- If one of its neighbours responds to similar criteria of homogenity, both merge in
the RAG.

- When there are no more nodes that can merge with a neighboyr, STOP.




I Split and merge

7
* Merge
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I Split and merge

7
* Merge
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I Split and merge

7
* Merge
- Each node of the Region Adjacency Graph is examined.
- If one of its neighbours responds to similar criteria of homogenity, both merge in
the RAG.

- When there are no more nodes that can merge with a neighboyr, STOP.




Conclusion

* A universal algorithm of segmentation doesn't
exist, as each type of image corresponds to a
specific approach.
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